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Abstract

Quality of service (QoS) assurance is a major concern in media-on-demand (MoD) systems. Admission control is one of the most important
issues that need to be addressed for QoS assurance. Also, smoothing is a basic technique for the media server to improve its bandwidth and
buffer utilization. However, existing approaches cannot achieve the best resource utilization because (1) they cannot fully utilize the time-
varying buffer spaces available at both server and client sides due to the separation of admission control and smoothing processes, and (2)
the computing time is unacceptable for media of long duration. In this paper, we formulate the admission control as an integer programming
problem and propose several heuristic methods for solving the problem. Specially, we introduce an efficient scheme, called batched admission
(BA) scheme, which integrates admission control, transmission rate smoothing, and batching, to achieve best resource utilization with guaranteed
QoS. Experimental studies show that the BA scheme outperforms existing approaches.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Rapid advances in networking have made many media-on-
demand (MoD) applications, such as distance learning, remote
operation and training, teleconferencing, video-on-demand,
etc., feasible. In a typical MoD system, the multimedia server
needs to support media streaming service for a large number of
clients concurrently. Various techniques have been developed
to improve the efficiency of media delivery.

Admission control is a key process for guaranteeing con-
tinuous real-time playback. It restricts the number of clients
accessing critical resources, such as disk bandwidth, server
and client buffer space, etc., to ensure QoS for existing client
requests. Many admission control algorithms based on disk
bandwidth limitations have been proposed in the literature
[4,21,22]. In general, admission control algorithms can be
classified into deterministic, statistical, and observation-based
approaches. Statistical and observation-based algorithms use

∗ Corresponding author. Fax: +1 270 745 6449.
E-mail addresses: zhonghang.xia@wku.edu (Z. Xia), ilyen@utdallas.edu

(I.-L. Yen), ddu@unb.ca (D. Du), pengli@utdallas.edu (P. Li).

0743-7315/$ - see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jpdc.2005.12.002

aggressive admission control criteria and can yield high utiliza-
tion of server resources; however, they may not guarantee QoS
due to the potential of over-commitment. On the other hand,
deterministic algorithms can provide strict performance guar-
antees and are more preferable in MoD systems.

To support guaranteed QoS services, deterministic admission
control algorithms reserve system resources at peak retrieval
rate for the new requests. Hence, this method, when applied
to variable bit-rate (VBR) media, under-utilizes the critical re-
sources due to the significant rate variability in VBR streams.
Reducing the rate variability of VBR media is a basic tech-
nique to improve the utilization of system resources. Two basic
approaches along this direction are temporal smoothing and
aggregation. Temporal smoothing is a work-ahead approach on
a per-stream basis [8,9,17,18,23]. In this approach, a buffer is
introduced somewhere on the path so that media frames can be
sent ahead of their playback time. The aggregation approach re-
duces the rate variability by applying spatial averaging schemes
[12,11]. Multiple streams are transmitted over the same virtual
channel to average out the traffic bursts. Statistical multiplexing
(SM) is a typical aggregation mechanism which allows the sum
of the peak rates of multiple streams to exceed the allocated
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bandwidth. Generally, SM algorithms are used in the stochastic
traffic models. Thus, it only provides statistical guarantees and
can result in buffer overflow at the server and/or the client sides.

Batching is another technique to improve resource utiliza-
tion. In batching, requests are delayed for a short time to al-
low multiple requests that access the same media being served
in one multicast channel. The performance of several video
scheduling policies using batching scheme has been studied
in [2,6]. The experimental results show that the First-Come-
First-Served (FCFS) policy has a better performance than the
maximum queue length (MQL) policy (which chooses the me-
dia with the maximum number of outstanding requests to be
delivered first) [6]. In [2], a better MQL scheduling policy is
proposed. It schedules the media with the maximum factored
queue length first. The policy results in reduced latency and in-
creased fairness compared with the other policies. In general,
it has been shown that batching is a bandwidth efficient tech-
nique for large scale MoD systems [19].

In this paper, we develop heuristic methods to improve the
utilization of critical system resources by combining admission
control, smoothing, and batching techniques. Existing research
works consider these techniques separately and, hence, do not
gain the full advantages for media delivery. In our approach,
all requests arriving within a time interval are batched and pro-
cessed at the beginning of the next interval. Due to batching,
the server can make admission decisions for multiple requests
simultaneously. This facilitates the derivation of a transmission
schedule that aggregates multiple streams and smoothes across
these streams. Compared to existing techniques that consider
smoothing individual streams, this approach further reduces
peak bit rates. To further enhance the utilization of system re-
sources, we consider processing short media and long media
in different manners. For a short media, the server can make
an admission decision and compute a transmission schedule
immediately. A new request for a short media can only be ad-
mitted when the server can determine a feasible transmission
schedule for the client. For a long media, however, the server
first makes an admission decision and then computes its trans-
mission schedule over one period at a time if the request is
admitted. Our goal is to maximize the admission rate. We for-
mulate this admission control problem as a mixed integer pro-
gramming problem and introduce an efficient integrated scheme
by transforming the original problem into a multi-commodities
network flow problem.

The rest of the paper is organized as follows. Related work is
reviewed in Section 2. Section 3 presents the problem setting,
system model, and the integer programming problem formula-
tion. Section 4 studies two heuristic methods. The integrated
scheme is introduced in Section 5. Numerical results are pre-
sented in Section 6. Section 7 states the conclusion of the paper.

2. Related work

A VBR video can be stored on the disk in three models:
CTL, CDL, and hybrid. CTL model is characterized as hav-
ing variable data length with constant playback duration. CDL
model is characterized as having constant amounts of data for

each time slot. In the hybrid model, media data are stored in
fix-sized blocks as in CDL, but multiple blocks can form a log-
ical CTL block. Chang and Zakhor [5] presented several deter-
ministic admission control algorithms for these data placement
models using a priori knowledge of the bit rate traces of the
requested video. Also, the cost analysis is conducted for the
three techniques and the results show that the hybrid scheme
has the advantages of high efficiency and low fragmentation.
Biersack et al. [4] estimate an upper bound on the data amount
of each stream over a time interval. They assume that the server
retrieves data for multiple streams in a round-robin schedule.
The number of streams admitted is limited by the total trans-
mission time, disk rotation latency and seek time which should
not exceed the service round time. In [13], authors present ex-
act schedulability conditions for admission control functions in
packet switching networks. Based on the conditions, the max-
imum number of admissible streams for a given transmission
schedule and delay bound can be determined.

Several deterministic admission control algorithms for VBR
media streams were evaluated in [15]. The disk retrieval capac-
ity is measured by the read bandwidth which is defined as the
maximum number of blocks the media server can guarantee to
retrieve from the disk during each service round, namely, Min-
Read. The performance tests show that some algorithms are too
conservative while others are too aggressive. For example, the
simple maximum algorithm has a fast execution time, but ac-
cepts too few streams. The instantaneous maximum (IM) algo-
rithm sums all the currently admitted block schedules and keeps
the sum of the required media blocks during each time slot in
a table. To make an admission decision for a new request, the
server adds the block schedule for the requested stream to the
table. If the number of required media blocks during any of the
time slot is greater than MinRead, the new request is rejected,
otherwise it is accepted. The average algorithm acts more ag-
gressively by reading disk blocks ahead of the schedule. But
it does not provide guaranteed QoS since media blocks may
be lost if there is insufficient buffer space. The VBR Simula-
tion (vbrSim) algorithm takes the buffer size into consideration
and performs better than the other deterministic algorithms. We
will compare the BA scheme with a modified vbrSim scheme
in Section 6.

Along another direction, various smoothing techniques have
been developed to reduce burstiness of VBR video. Several
papers have studied off-line work-ahead smoothing of stored
video. In [7], authors present a bandwidth allocation algorithm
to minimize the number of bandwidth increases, the smallest
peak bandwidth requirements, and the largest minimum band-
width requirements. Although the algorithm minimizes peak
transmission rate, it does not minimize rate variability. In [16],
McManus and Ross establish a constant-bit-rate (CBR) chan-
nel between the video server and the receiver. A large amount
of video data is sent to the receiver’s buffer ahead of their play-
back time. Since the transmission rate is maintained to be con-
stant, the buffer size requirement at the receiver is a big con-
cern. Salehi et al. proposed a smoothing schedule for transmit-
ting a single stream. Instead of using constant transmitting rate
throughout, their transmission schedule is piecewise-constant
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and they prove that this schedule is an optimal solution under
the majorization smoothing definition. Wang et al. [23] reduce
the burstiness of a VBR video stream by introducing buffers at
proxy servers. A video stream is divided into two parts by a
predefined cut-off rate. The lower part consists of a sequence
of partial frames less than the cut-off rate and the upper part
consists of a sequence of partial frames greater than the cut-off
rate. The upper part is duplicated and always stored at a proxy
server. The smaller the cut-off rate is, the more stream data can
be stored at the proxy server.

Krunz and Tripathi [11] propose a SM approach that can
provide a deterministic guarantee on traffic rate. They use the
time-varying traffic envelope to estimate a bound on the bit
rate. By exploiting the pre-defined compression video frame
pattern, the starting times of I, P, and B frames are strate-
gically arranged so that the peak bit rates of various video
streams are evened. Liew and Chan [14] proposed a lossless
aggregation method to transmit multiple video streams over
a common CBR channel. Within the fixed total transmitting
rate of multiple streams, each individual stream rate can be
adjusted dynamically depending on its relative traffic charac-
teristic. This approach provides a deterministic guarantee on
transmission bandwidth, but the buffer requirement might be
large due to the CBR channel. Recently, a mechanism com-
bining temporal averaging and SM was presented by Kweon
and Shin [12] for aggregate VoD streams transmission. Buffers
are introduced at the server and the client sites to smooth the
transmission rate.

More recently, an optimal multiplex method [24] has been
proposed to achieve high bandwidth utilization while maintain-
ing deterministic QoS guarantees. Given a group of streams,
a family of optimal multiplexing schedules can be computed
such that multiple streams can be delivered under the optimal
multiplexing bandwidth B. The multiplexing schedules are then
mapped into individual per-stream schedules. The running time
of computing the optimal bound B is O(T 2), where T denotes
the maximal length of multiple streams. Hence, this algorithm
for long media is time-consuming.

Batching is another important approach to enhance the per-
formance of MoD systems. The idea of batching was first pro-
posed in [3] to support end-to-end performance guarantee for
continuous media. In general, there is a trade-off between in-
creasing the batching requests and increasing the average client
waiting time. Dan et al. [6] explore various scheduling policies
for selecting the movie to be multicast. In [20], proxy server
partitions time into equal length intervals and the time slots are
labeled by 0, 1, . . . , t, . . . Request arriving at time t ′ ∈ [t−1, t)

are batched and processed by the proxy server at the beginning
of the time slot t.

There have been a lot of works in the areas of admission
control, batching, and transmission rate smoothing. However,
current works separate these issues. Existing approaches (ad-
dressing the issues independently) cannot best utilize system re-
sources. We combine admission control, batching, and smooth-
ing techniques and propose an integrated approach to signifi-
cantly improve system resource utilization while providing de-
terministic QoS assurance.

3. Problem description

3.1. Problem setting

Consider an MoD system which consists of a media server
with a storage disk, a high-speed network, and a group of client
receivers (Fig. 1). We assume a set of VBR media are stored
on the disk with fix-sized blocks and each block is of size b
bytes (e.g. 64 kbyte), but different media may require different
numbers of blocks to be retrieved each round based on their
playback rates. However, the total guaranteed number of data
blocks that can be read from the disk during a service round is
limited, denoted by C, which can be measured by the method
discussed in [15].

We also assume that the server and clients are equipped with
fixed size buffers and the sequence of frame sizes for each video
stream is known a priori to the server. Upon receiving requests
from clients, the server reads data blocks from the disks into a
buffer in rounds for each client according to the transmission
schedules. Data blocks are stored in the server buffer in one
service round and emptied into the network in the following
round. Given current disk read capacity and buffer space, the
server is expected to provide guaranteed service for as many
clients as possible. Without loss of generality, the network is
assumed to be lossless and zero delay for off-line analysis. For
non-zero delay networks, results can be adjusted with an upper
bound of jitter.

Here we give the list of notations used in the paper. Some
of these will be explained in more detail when they are
used:

C disk read capacity (measured with the number of locks)
B server buffer size

Cj disk read capacity available at jth service round
Rit transmission bit rate for ith stream at time slot t
T time period over which transmission schedules are deter-

mined
b bit size of each block

B
s

j server buffer size available at the jth service round
dit the amount of data consumed by the ith client at time t

(the tth frame size)
Bi buffer size at the ith client

Server

Buffer

Network
Clients

buffer

buffer

 

Fig. 1. Media-on-demand architecture.
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Bit buffer fullness level at the ith client during time t
�i the deadline time of sending the first frame for the ith client
Li the length of the ith video

3.2. Feasible transmission schedules

Major system resources, such as disk bandwidth and buffer
space, need to be pre-scheduled to assure continuous playback.
The system model is developed based on the discrete time unit,
which is the duration to display an uncoded frame. The time
is labeled by t ∈ {1, 2, . . .}. A service round is chosen as a
multiple of the frame display durations and denoted by r (i.e.,
r is the number of frame durations in one service round). Also,
we assume that the size of a batching interval is r. The server
processes the requests at the beginning of time slot tr, where
t = 1, 2, . . . .

Assume that there are N client requests from clients
A1, A2, . . . , AN , requesting different media F1, F2, . . . , FN ,
respectively. The length of video stream Fi is Li , which is
measured in discrete time units. The server decides which
request can be admitted and computes a transmission sched-
ule for the request if admitted. Let Rit , i = 1, . . . , N , be the
transmission bit rate for the ith media stream at time unit t.
We define a transmission schedule for stream Fi over a given
time period T to be a set of bit rates {Ri1, Ri2, . . . , RiT }. To
support continuous playback, a transmission schedule should
avoid buffer starvation and overflow. Buffer starvation occurs
when the buffer is completely empty. In this case, jitter will
occur. On the other hand, buffer overflow occurs when data
are sent to a full buffer. In this case, some information will
be lost. Generally, we consider that the server is serving some
requests when N new requests arrive. The available disk read
capacity, Cj , and the available server buffer space, B

s

j , vary
from round to round. Therefore, data blocks retrieved from
the disk during the jth round should not exceed Cj and B

s

j .
In other words, if all N requests are admitted, then the to-
tal number of blocks retrieved during the jth service round
should be less than the disk read bandwidth capacity, that is,
1
b

∑N
i=1

∑jr

t=(j−1)r+1 Rit �Cj Also, they should satisfy the

server buffer constraint, that is,
∑N

i=1
∑jr

t=(j−1)r+1 Rit �B
s

j .

Let Cmin
j = min{bCj , B

s

j }, j = 1, . . . , m. We have,

N∑
i=1

jr∑
t=(j−1)r+1

Rit �Cmin
j , j = 1, . . . , m. (1)

When the stream frames are transmitted to the clients, they
are saved in the client buffers first and, then, decoded and dis-
played. Thus, the data transmitted to the ith client should sat-
isfy its client buffer constraint Bi . Let dit be the amount of
data consumed by the ith client at time t and Bit the difference
between cumulative amounts of data sent and consumed by the
ith client until time t. That is,

Bit =
t∑

k=1

Rik −
t∑

k=1

dik. (2)

We call Bit the ith client buffer fullness level at the end of
time t. To prevent buffer underflow or overflow, the stream data
cannot be transmitted ahead arbitrarily. The buffer level in every
period should satisfy

0�Bit �Bi, t = 1, . . . , T . (3)

Substituting Bit , we obtain the condition for a feasible trans-
mission schedule:

t∑
k=1

dik �
t∑

k=1

Rik �
t∑

k=1

dik + Bi. (4)

Combining (2) and (4), we have

Bi,t−1 + Rit − dit = Bit . (5)

We consider a transmission schedule {Ri1, Ri2, . . . , RiT } over
period T to be feasible if and only if it satisfies (1), (3), and (5).

3.3. Mathematical programming formulation

To address the admission control problem formally, we for-
mulate it as an optimization problem of maximizing the num-
ber of feasible transmission schedules over a given time period
for N requests. If there is no feasible transmission schedule for
a request, then the request is rejected.

Let �i denote stream Fi’s deadline when the first frame must
be transmitted. Then we have dit = 0, for all � < �i , but di,�i

>

0. In order to achieve continuous playback for Fi , the client
must receive all frames until �i+Li , and thus di� = 0, for all � >

�i + Li . Without loss of generality, we consider transmission
schedules over a period of time Tmax = maxi{�i + Li}. Let
�i = 1 if the ith request is admitted, and �i = 0 otherwise. That
is, �i = min{∑m

j=1
∑jr

t=(j−1)r+1 Rit , 1}, i = 1, . . . , N . Since
short media consume less bandwidth in the long run and our
goal is to maximize the number of admitted requests, we give
the admission priority to short media. By assigning a value of
gain to a successful admission, the optimization problem can
be formulated as follows:

max
N∑

i=1

�i

Li

(6)

s.t. Bi−1,t + Rit − dit = Bit , i = 1, . . . , N,

t = 1, . . . , Tmax, (7)

0�Bit �Bi, i=1, . . ., N, t=1, . . ., Tmax, (8)

Bi,0 = 0, i = 1, . . . , N, (9)

Bi,t=0, i=1, . . ., N, �i+Li � t �Tmax, (10)

N∑
i=1

�i

jr∑
t=(j−1)r+1

Rit �Cmin
j , j=1, . . ., m, (11)

�i= min

⎧⎨
⎩

m∑
j=1

jr∑
t=(j−1)r+1

Rit , 1

⎫⎬
⎭, i=1, . . ., N, (12)

Rit integers. (13)
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According to the solution to this problem, we know that the
ith request is admitted if �i = 1 and its transmission schedule is
Rit . Note that the 0–1 knapsack problem, which is NP-hard, is
a special case of problem (6)–(13). Thus, the above problem is
also NP-hard. In the following, we propose heuristic methods
to solve it.

4. Two heuristic methods

4.1. A per-stream based method

The simplest heuristic to solve this problem can be executed
in two steps: smoothing and, then, making an admission deci-
sion. The smoothing step is per-stream based (PSB). Starting
from the shortest stream, we smooth the media stream by us-
ing the work-ahead scheme to minimize its peak bit rate. If
the transmission schedule is acceptable according to current re-
sources, then the request is admitted. Otherwise, we select the
next shortest stream, and repeat the process. A work-ahead ex-
ample is shown in Fig. 2. Fig. 2(a) illustrates a transmission
schedule given by {5, 7, 4, 10, 6, 7 kB}. The maximum band-
width required for schedule A given in (a) is 10 kB. If the cur-
rent disk read capacity and buffer space available are 8 kB, then
the server will reject the request with transmission schedule A.
However, we can pre-send 3 kB of frame 4 in time slot 3 (as
shown in Fig. 2(b)). Then, the maximum bandwidth required
is 7kB and the server can admit the request with schedule B.

A feasible transmission schedule for the ith stream can be
obtained by solving the following optimization problem:

min max
1� t �T

{Rit |Rit satisfies constraints (1), (3), (5)}. (14)

In problem (14), for simplicity, we relax the integral con-
straints on Rit . Since problem (14) can be transformed into a
standard linear programming problem by introducing an addi-
tional variable, we can use the CPLEX solver to solve this op-
timization problem and the numerical experiment is given in
Section 6. Since the length of some videos may be very large,
e.g., more than 2 h, computing a complete transmission sched-
ule over such a period using the simple approach can be time-
consuming.

4.2. Aggregation of multiple streams

When multiple streams are transmitted simultaneously, the
total rate variability may further be reduced by aggregating
multiple streams. An aggregation example is shown in Fig. 3,

1 2 3 4 5 6 1 2 3 4 5 6

(a) (b)

Fig. 2. (a) Schedule A, without work-ahead. (b) Schedule B, with work-ahead.

1 2 3 4 5 t 1 2 3 4 5 t

(c)

(a)

(d)

(b)

Fig. 3. (a) Frame sequence of media a. (b) Frame sequence of media b. (c)
Schedule A, sending two media frames at the same time. (d) Schedule B,
sending the second stream with delay.

where (a) and (b) show two media frame sequences with 5
frames. The frame sizes of media a are 5, 6, 3, 7 and 4 kB.
The frame sizes of media b are 2, 4, 2, 4 and 2. Consider
schedule A shown in Fig. 3(c). It sends the first frames of the
two media simultaneously in time slot 1, second frames in time
slot 2 and so on. Then, the maximum bandwidth required in
this schedule is 11 kB. However, if media b is sent one time
slot later than media a, then, the maximum bandwidth required
in this schedule is only 9 kB. Hence, schedule B shown in Fig.
3(d) is more bandwidth-saving than schedule A.

The problem of smoothing the aggregate rate for multiple
streams can be written as an optimization problem as follows:

min max
t

N∑
i=1

Rit

s.t.
N∑

i=1

jr∑
t=(j−1)r+1

Rit �Cmin
j , j = 1, . . . , m,

constraints (7)–(10). (15)

Actually the aggregate bit rate of transmission schedules ob-
tained from (15) is less variable than the summation rates of
these individually smoothed transmission schedules obtained
by sequentially solving problem (14). Let R∗

it denote the opti-
mal solution obtained by solving problem (15) and R′

it the op-
timal solution obtained by solving problem (14). Then we have
the following proposition.

Proposition 1. max
1� t �T

N∑
i=1

R∗
it � max

1� t �T

N∑
i=1

R′
it .

Proof. Let S be the feasible set of problem (15) and Si be the
feasible set of problem (14). Since Si ⊂ S, we have ∀R′

it ∈
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S. Furthermore, sinceR∗
it , i = 1, . . . , N , is a set of optimal

solution of problem (15), all feasible solutions including R′
it ∈

S satisfy max1� t �T

∑N
i=1 R∗

it � max1� t �T

∑N
i=1 R′

it . �

The admission control problem (6)–(13) can be solved by a
series of solutions of problem (15). To be specific, if problem
(15) has a feasible solution, then all N requests can be admitted.
Otherwise, we drop a request accessing the longest media and
solve problem (15) with N −1 requests. The process continues
until a feasible solution is found. Obviously, this process is also
time-consuming.

5. Batched admission scheme

We now propose the BA scheme to further improve server
resource utilization by integrating admission control, smooth-
ing and batching techniques. At the beginning of each batching
interval, the server executes the BA scheme. Upon receiving
a request, the server keeps the requests in a queue until next
batching interval and, then, makes a decision based on the ad-
mission and smoothing algorithm (as shown in Fig. 5). To re-
duce the computation time of long media, the server computes
their transmission schedules period by period. Over a prede-
fined period of time, called decision period T, only a part of
a long transmission schedule is calculated. We define a media
as a short media if its duration is less than T and a long me-
dia otherwise. Let Y1 denote the set of requests accessing long
media which have been admitted previously and need transmis-
sion schedules for next T frames, Y2 denote the set of requests
which access short media and are waiting for admissions, and
Y3 denote the set of requests which access long media and
are just admitted in the current batching interval but still need
transmission schedules for the next T frames.

Our heuristic method includes three steps. In the first step,
the server uses the admission and smoothing algorithm to find
feasible transmission schedules for all requests in Y1. Since
all requests in Y1 have been admitted previously, their feasi-
ble transmission schedules should always exist in later deci-
sion periods. A new variable will be introduced to guarantee
the feasibility in step 3. In the second step, the server uses
the admission and smoothing algorithm again to exam all re-
quests in Y2. A request is admitted if there exists a feasi-
ble transmission schedule and rejected otherwise. In the third
step, the server exams new long media requests which just ar-
rived during the previous interval. We first use a simple ad-
mission method and, then, the smoothing algorithm to com-
pute feasible transmission schedules over T for those admitted
requests. As aforementioned, virtual capacity at round j, de-
noted by Cv

j , is introduced for those admitted requests access-
ing long media to guarantee that their transmission schedules
always exist in later decision periods. Different from actual ca-
pacity Cmin

j , virtual capacity estimates a lower bound of the
available capacity at round j by virtually allocating resources
to requests according to media frame sizes. Currently, Cv

j =
min{B, C}−∑

i∈Y1∪Y2

∑jr

t=(j−1)r+1 dit , t ��i+Li . Obviously,

Cmin
j �Cv

j . A new request accessing a long media Fi can be ad-

mitted and put into Y3 if
∑jr

t=(j−1)r+1 dit �Cv
j , t ��i + Li . . .

and rejected otherwise. If admitted, we update virtual capac-
ity Cv

j = Cv
j −∑jr

t=(j−1)r+1 dit . Since this admission decision
is made according to the lower bound of available capacity,
the transmission schedule always exists. For those admitted re-
quests, the server computes actual transmission schedules over
the current decision period by the smoothing algorithm. Note
that Cmin

j is actually used in the smoothing process and, hence,
the utilization of system resources can be improved. Finally,
we set Li = max{Li − T , 0} and �i = �i + T if Li > 0, and
let Y1 = Y1 ∪ Y3 and Y3 = ∅. This procedure is repeated at the
beginning of the each batching interval.

In the remaining of this section, we address the details of the
admission and smoothing algorithm. Note that constraints (7)
can be written as Bi−1,t+Rit = Bit+dit , i = 1, . . . , N, t =
1, . . . , T which is the network flow format (see [1]). By intro-
ducing an auxiliary directed graph G(V, E) depicted in Fig. 4,
we develop a heuristic method based on multi-commodity net-
work flow theory. The graph G(V, E) consists of a finite set
of nodes V and a set of arcs E, in which there are N source
nodes, denoted by Si , and N ∗T sink nodes, denoted by Vit , i =
1, . . . , N , t = 1, . . . , T . The capacity is Cmin

j on arc (S, Wi),

Bi on arc (Vt , Vt+1), and infinite on other arcs. Assume that
the source node Si generates net outflow

∑T
t=1 dit and the sink

node Vit requires dit units of net inflow. Let f i(u, v) be the
ith commodity flow on the arc (u, v) ∈ E. Then a set of multi-
commodity network flow f i(u, v) satisfying constraints for the
graph in Fig. 4 can be written as follows:

∑
v

f i(u, v) −
∑

v

f i(v, u),

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

T∑
t=1

dit u = Si for i = 1, . . . , N,

0 u �= Si, Vit for i = 1, . . . , N, t = 1, . . . , T ,

dit u = Vit for i = 1, . . . , N, t = 1, . . . , T ,

0�f i(u, v)�Cmin
j , u = S, v = Wj,

j = 1, . . . , m,

0�f i(u, v)�Bi, u = Vi,t−1, v = Vit , i = 1, . . . , N,

t = 1, . . . , T . (16)

Proposition 2. {(�i , Rit , Bit )|i = 1, . . . , N, t = 1, . . . , T ,

j = 1, . . . , m} is a feasible solution of problem (7)–(13) if
and only if there exists a feasible flow {f i(u, v) : (u, v) ∈ E}
satisfying (16).

Proof. First, if {(�i , RitBit )|i = 1, . . . , N, t = 1, . . . , T , J =
1, . . . , m} is a feasible solution of problem (7)–(13), then
we can construct a flow satisfying constraints (16) as fol-
lows. Let K be the number of non-zero �i’s. Without loss
of generality, we assume �i = 1, i = 1, . . . , K . Let
f i(Si, S) = ∑T

t=1 Rit , f i(S, Wj ) = ∑K
i=1

∑jr

t=(j−1)r+1 Rit ,
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Fig. 4. Multi-commodity network flow.

f i(Wj , Vit ) = Rit and f i(Vit−1, Vit ) = Bit . According
to constraint (7), we have f i(Wj , Vit ) + f i(Vit−1, Vit ) −
f i(Vit , Vit+1) = dit for all nodes Vit . Summing equalities
(7) for all t = 1, . . . , T , we have Bi0 + ∑T

t=1 f k(Si, S) −∑T
t=1 dit = BiT . Since Bi0 = BiT = 0 from con-

straints (9) and (10), we know f i(Si, S) = ∑T
t=1 dit , for

all i = 1, . . . , N . Hence, the network flow constraints
hold for all Si , Vit . Furthermore, the inflow of node S

is
∑K

i=1 f i(Si, S) = ∑K
i=1

∑T
t=1 dit and the outflow of

node S is
∑K

j=1 f i(S, Wj ) = ∑K
i=1

∑jr

t=(j−1)r+1 Rit =∑K
i=1

∑T
t=1 dit , which implies that the flow conservation con-

straints hold. Since the inflow of node Wj, j = 1, . . . , m, is
f i(S, Wj ) and the outflow is

∑K
i=1 f i(Wj , Vit ), the equality

also implies the flow constraints for all Wj . Last, the capacity
constraints in (7)–(13) imply that the capacity constraints in
(16) hold. Similarly, we can prove the other side. �

From Proposition 2, we know that flow f i(Wj , Vit ) cor-
responds to a feasible transmission schedule Rit , and flow
f i(Vit−1, Vit ) corresponds to buffer level Bit . The ith request
can be admitted if we can find a set of feasible flow f i(Wj , Vit )

for all t = 1, . . . , T . Also, the total number of admitted requests
is the number of arcs (Si, S) on which the flow is non-zero.

In the following, we omit the superscript of f i(u, v) to indi-
cate that we are dealing with an arbitrary commodity. In order
to explain the process of finding a feasible flow from source
node Si to Vit , we introduce the concepts of residual network
and augmenting path. Given a network G(V, E) and flow f, the
residual network of G introduced by f is denoted by Gf (V, Ef ),
where each arc (u, v) ∈ E is replaced by two arcs, namely, the
forward arc (u, v) with capacity cf (u, v) = c(u, v) − f (u, v),
and the backward arc (v, u) with capacity cf (v, u) = f (u, v).
Also Ef contains all the arcs with positive capacities. An aug-
menting path pi is a directed path from a source node Si to a
sink node Vit .

Our heuristic iterates from time 1 to T, and first examines
the commodities in Y1, then Y2, and Y3. Repeatedly, the net-
work flow between each pair of source and sink nodes is in-
creased by finding augmenting paths between the pair of nodes

until the demand of the sink node is reached. The detailed pro-
cedure is as follows. In the beginning, the flows on all arcs
are zero. Then, for each commodity i, we increase the flow
value by finding augmenting paths from the source nodes Si

to every sink nodes Vit , t = 1, . . . , T . To obtain a smoothing
transmission schedule, we exploit the buffer space at both the
server and the clients. Hence, as many flows as possible are
sent on arc (Vit−1, Vit ). The process is repeated for each com-
modity until the flow satisfies f (Vit−1, Vit )+f (Wi, Vit )�dit .
For commodities in Y1, flows can always be found to satisfy
this condition for all t. We start by finding the augmenting path
for i ∈ Y2 from the shortest media. However, no augmenting
path may be found for some t and the process finally stops at
f (Vit−1, Vit )+f (Wi, Vit ) < dit . If the process stops, then the
request corresponding to this commodity will be rejected. In
addition, we drop the ith commodity by deleting nodes Si, Vit

and all adjacent arcs in network G(V, E) and residual network
Gf (V, Ef ). At the same time, since commodity i is dropped,
we need to recover the capacities on all the arcs which were
used by commodity i to augment the flow. In the next step, we
check the requests accessing the long media with the simple
admission control rule. If Y3 �= ∅, then we repeat the process in
Y1; otherwise, the computation of transmission schedules over
T stops. Finally, the number of admitted requests is the num-
ber of arcs (Si, S), i = 1, . . . , N , with positive flows and the
transmission schedule Rit is the flow value f (Wi, Vit ) on arc
(Wi, Vit ), t = 1, . . . , T . This process is summarized in Fig. 5.

Note that we only need to find augmenting paths between
each pair of source and sink nodes such that the flow satisfies
the sink node’s demand. Let D = max{dit , i = 1, . . . , N, t =
1, . . . , T } and let |Ei |(|V i |) denote the number of arcs (nodes)
of the ith commodity (as shown in Fig. 4). We have |Ei | =
2T + T/r + 1 = O(T ) and |V i | = 2(T − 1) + T/r + 2 =
O(T ). Then, it requires at most D iterations to find augmenting
paths between each pair of source and sink nodes. Also, in each
iteration, at most O(T ) time is required to find an augmenting
path. Hence, the execution time for each commodity is at most
O(DT 2). Therefore, the total running time for N commodities
is O(NDT 2). Since the computation depends on the decision
period T, there is a tradeoff between the computation time and
bandwidth utilization. With a smaller T, the computation time
is smaller but the bandwidth utilization may be low. The reason
is that the work-ahead scheme can only be applied on a shorter
period and thus fewer frames can be transported ahead resulting
in low bandwidth utilization.

6. Numerical results

In this section, we examine the impact of smoothing algo-
rithms on buffer and bandwidth usages and evaluate the effec-
tiveness of the BA scheme by comparing it with other methods.
Each algorithm runs on a PC with Pentium III 800 Hz CPU and
256 MB of memory. We generate 10 video segments which are
randomly chosen from MPEG coded Star Wars from Bellcore
[10]. The lengths of these segments vary from 10 s to 5 min.
Since the movie was compressed at a rate of 24 frames/s, the
length of the video clip is measured by frame duration (e.g.
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Fig. 5. Modified multi-commodity network algorithm for admission control and transmission schedule.

5 min = 7200 frames). Each request has a start-up delay ran-
domly chosen from interval [1,10] (in frames). In order to study
the sensitivity of various algorithms to transmission and admis-
sion rates, the client buffer sizes vary from 0 to 1 Mb (measured
in bits) and the server capacities from 1.5 to 5 Mb.

First, we study the sensitivity of the client buffer size to the
maximum smoothed transmission rate. Fig. 6 shows maximum
transmission rates and client buffer usages when client buffer
sizes are 32, 64, 512 kB and 1 Mb, respectively. The smoothed
transmission schedules are obtained by solving problem (14)
with CPLEX solver. To examine the impact of the client buffer
size on transmission rates, we relax capacity constraints on
the server site. The example video length is randomly selected
and has 6120 frames. It is well known that transmission rate
variability can be reduced by using the client buffer. As shown in
Fig. 6, maximum transmission rate decreases when client buffer
size increases from 32 to 512 kB. However, the transmission
rate does not reduce further when the buffer size increases
from 512 kB to 1 Mb. The reason is that initial frame sizes of
the example video are much larger than those of other time
intervals. These initial frames cannot be sent ahead of schedule
and stored in client buffer temporally even when client buffer
space is available. Hence, transmission rates depend not only
on buffer sizes but also frame size distributions.

We have demonstrated that the transmission rate variabil-
ity could be reduced by PSB smoothing methods. Actually,
it can also be reduced by aggregating multiple streams. Au-
thors in [18] have shown that the aggregate bit rate of in-
dividually smoothed streams is less bursty than the bit rate
of these streams sent in an unsmoothed manner. By solving
problem (15), we can show that the peak rate of aggregate
streams is less than the summation of individually smoothed
streams. Consider 10 incoming requests for different streams.
The stream lengths, start-up delays, and client buffer sizes are
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Fig. 6. Maximum transmission rate and client buffer level with different
buffer spaces.

randomly generated from the predefined intervals. We sum the
transmission rates of 10 individually smoothed streams over
the entire stream period and present the results in Fig. 7. The
peak transmission rate is 316.43. Fig. 8 shows the transmission
rates of multiple streams obtained by the aggregation method
and the peak rate is 215.75. The peak transmission rate by
aggregation method is less bursty than the summation of in-
dividually smoothed streams and the peak rate is reduced by
approximately 30%.

An advantage of the BA scheme is its execution time. Note
that the decision period T is a dominant factor in computation
complexity of the admission and smoothing algorithm. The ex-
ecution time is mainly determined by T. We study the execu-
tion time with different lengths of T and present the results in
Fig. 9. As can be seen, a longer decision period yields a longer
execution time. The BA scheme takes roughly 30 ms when the
decision period T is chosen to be 5 min.
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Fig. 7. Aggregation of individually smoothed streams.
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To test the effectiveness of the BA scheme, we compare it
with the PSB scheme proposed in Section 4.1 and the batched
vbrSim (BvbrSim) scheme. The BvbrSim scheme is actually a
modified vbrSim algorithm. Since the vbrSim algorithm [15]
does not consider the batching technique and the constraint of
client buffer space, we modify it for comparison. In the Bvbr-
Sim scheme, we delay requests for batching and make admis-
sion decisions at the beginning of the next batching interval.
In PSB, we check individual requests one by one and reserve
enough disk bandwidth and buffer space for the peak rate of a
smoothed stream schedule. The criterion of the admission con-
trol algorithm is to admit as many requests as possible without
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Fig. 10. Comparison of three admission control algorithms when client buffer
sizes are 512 kB.
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Fig. 11. Comparison of three admission control algorithms when client buffer
sizes are 32 kB.

violating their QoS requirements. We compare the numbers of
requests admitted by the three approaches. Note that the maxi-
mum number of admissible streams depends on smoothness of
transmission schedules which are constrained by server capac-
ity and client buffer space. To analyze the sensitivity of server
buffer size to admission rates, we test the three algorithms with
server buffer capacity varying from 1.5 to 5 Mb and fixed client
buffer capacity. Different client buffer sizes are used for dif-
ferent runs, which are 32 and 512 kB. Note that for each run,
the client buffer size is the same for all 10 clients. To sim-
plify the computation, the disk read capacity is represented by
bits instead of by number of blocks in this numerical example.
Fig. 10 shows the numbers of admissible streams with differ-
ent admission algorithms when all client buffers are of size
512 kB. Since all three schemes use read-ahead techniques and
client buffer sizes are large enough, rate variability of trans-
mission schedules after smoothing is very small. In this case,
two algorithms with batching techniques can accept more re-
quests than the PSB scheme. Furthermore, by integrating ag-
gregation, smoothing and batching, the BA algorithm outper-
forms the other two algorithms. Fig. 11 shows the comparison
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of the three algorithms when client buffers are of size 32 kB.
Due to smaller client buffer space, rate variability of transmis-
sion schedules becomes larger. As we can see, the numbers of
admissible streams of all three algorithms decrease, compared
to the case when client buffer sizes are 512 kB. But the relative
performance among the three algorithms is still the same, i.e.,
BA scheme outperforms all other schemes.

7. Conclusion

We have studied the problem of transmitting stored video
from a server to multiple clients for the given level of available
system resources, such as disk bandwidth and buffers at both
client and server sites. Due to the stringent QoS requirement
for streaming media, an admission control mechanism must be
used to provide guaranteed service for clients. We characterize
the admission control problem by a mixed integer program-
ming problem. Different from other approaches for improving
the utilization of system resources, the BA scheme can utilize
system resources more efficiently by integrating admission con-
trol, transmission rate smoothing, and batching. In addition, we
compute the transmission schedules for long videos period by
period and, thus, their execution times are short. Based on net-
work flow algorithms, the running time of the BA algorithm is
O(NDT 2). The computation time depends on the pre-defined
period T. If we need a fast execution time, then we can use
a smaller T, though it may yield lower bandwidth utilization.
Numerical studies show the BA scheme outperforms the other
methods. As part of ongoing work, we are taking into account
some other techniques, such as patching, to further improve the
utilization of critical resources.
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